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**ABSTRACT:**

Word2vec [1], is a neural network (NN) technique, that learns a vector representation of words (tokens), analyzing its context (surrounding tokens), and use some function between vectors to encode the semantic relationship between words. Inspired by its success in NLP many researchers tried to replicate its idea to biological sequence embedding [2, 3, 4]. However, compared to the NLP problems where it is clear what are tokens and their context, in bioinformatics that is not the case.

A lot of papers [4] embed k-mers, but there are multiple options for the choice of a context and the length of k-mers, as well as whether there should be an overlap between k-mers? Therefore, we will empirically analyze the quality of 3-mer (codon) embeddings of the genome sequences of V. Cholerae and E. Coli.

The dataset was generated by sliding a window across the DNA sequence and using codons along with their left and right neighbors as input. We experimented with different hyperparameters: numbers of neighbors () and whether the windows overlap or not. We evaluate the results by analyzing the vector representation of the codons. There are 64 codons which are grouped into 21 categories according to the amino acids they encode [5]. For each codon, we define recall as the ratio between the number of codons from the same group found among its top 6 closest neighbors, determined by cosine vector distance, and the total number of codons in the group. Table 1. presents the average recall across codons.

Table 1. Average recall across codons for different hyperparameters on the sequences of V. Cholerae and E. Coli.

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | Overlapping | | | | | non-overlapping | | | | |
| m=3 | m=5 | m=10 | m=20 | m=40 | m=3 | m=5 | m=10 | m=20 | m=40 |
| Vibrio cholerae | 84.38% | 84.38% | 84.38% | 83.28% | 80.94% | 45.52% | 37.66% | 40.52% | 34.48% | 35.37% |
| Escherichia coli | 84.38% | 84.38% | 82.81% | 81.66% | 79.27% | 41.46% | 42.66% | 42.97% | 39.27% | 35.78% |

Experimental results reveal that using overlapping windows and about five neighbors results in the highest similarity among vector embeddings for codons within the same group.

In future work, different contexts could be explored for gene embedding and models could be trained on a greater variety of different organism's genomes because the best context may vary between organisms.
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